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1 Introduction

The pricing of financial instruments is accomplished using a function which operates on the
payoff of the instrument to determine the current market price. This chapter develops the
pricing kernel given a No Arbitrage Asset Pricing Model (NAAPM) and applies the analysis
to a standard term structure model. This pricing kernel is expressed as a Guassian function
of the current pricing factors to represent the conditional expectation of the pricing kernel,
and a log-normal probability distribution for the transitional probability from the current
factors to the future random factors. This probability function is found by applying the
Forward Kolmogorov Equation (FKE) which leads to a linear partial differential equation
(PDE) whose solution is the transitional probability function. The solution to this PDE is
a Guassian function such that the future factors have a log-normal distribution with mean
zero and finite variance-covariance matrix. Thus the pricing kernel under a NAAPM has a
conditional expected value, which is a Guassian function of the pricing factors, and a log-
normally distributed transitional probability from the current pricing factors to the future
value of these factors.

The valuation of a financial instrument by an individual is also developed given the NAAPM.
Suppose an individual has a constant relative risk return over wealth with a given investment
horizon and a leverage restriction. In addition, the holding period return follows the NAAPM.
In this case, the portfolio analysis of Sangvinatsos and Wachter (2005) and Liu (2007) is
extended to incorporate the investor’s leverage restriction. This analysis yields a portfolio
rule which is a linear relation in the expected holding period return under the NAAPM,
the leverage restriction, and the elasticity of the lifetime utility with respect to the pricing
factors. Given the portfolio rule, the expected lifetime utility of the investor is the solution
of a linear PDE. This solution is a Guassian function of the current pricing factors, so that
the portfolio rule is linear in only the pricing factors. With the solution for the investor’s
expected lifetime utility and portfolio rules, Ito’s lemma is used to derive the stochastic process
for the investor’s wealth and the lifetime utility. These stochastic processes have the same
functional form as the pricing kernel for the NAAPM. Consequently, the exact same procedure
is applied to split these stochastic processes into a Guassian conditional expectation and a
normal transitional probability from the current pricing factors to the future value of these
factors. Finally, the intertemporal rate of substitution from the current pricing factors to the
future factors. This corresponds to a pricing kernel for an individual which is independent of
the investor’s wealth. In addition, the pricing kernel is the product of a Guassian function of
the current pricing factors and a log-normal transitional probability for the investor’s lifetime
utility. Consequently, any financial contract, which is a function of the assets priced under
the NAAPM, can have both a market price and an individual price. If the individual values
the asset more (less) than the market, then it would add (deduct) value to the individual’s
lifetime utility.

The NAAPM was developed by Duffie, Pan and Singleton (2000) with initial application to the
term structure by Duffie and Kan (1996), and Duffie and Singleton (1997). Dai and Singleton
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(2000, 2002) developed the identification strategy for estimating term structure models. A
complete survey of this research can be found in Piazzesi (2010). Joslin, Singleton and Zhu
(2011), and Hamilton and Wu (2012a, 2014a) introduce procedures to improve the estimation
of these models. For example Joslin, Singleton and Zhu showed that the factors can be
estimated using a VAR model, so that only yield curve and risk premium parameters need to
be estimated by maximum likelihood estimation. Adrian, Crump, and Moench (2013) develop
a three step regression procedure which focus on matching the holding period return rather
than the yield to maturity. The pricing kernel developed in this chapter can be developed for
any of these methods as long as the shocks to the yield curve factors are Guassian.3

The NAAPM has been used to study: 1.) The interconnection among the yield curve and
macroeconomic variables;4 2.) Expected inflation and real rates on treasury securities;5 3.)
Interpretation of monetary policy;6 4.) The zero lower bond and the yield curve;7 5.) Bond
risk premium;8 6.) Crude oil future prices;9 7.) Swap rates and credit quality;10 8.) Deriva-
tives for fixed income securities.11 9.) Quantitative easing and the term structure.12 The
pricing kernel for NAAPM developed here can be used to price all these financial instruments
and help to interpret their properties.

2 The Market Pricing Kernel

Consider the typical No Arbitrage Asset Pricing Model (NAAPM), which postulates that
several latent factors drive all returns on marketable securities, in such a coherent way that
no arbitrage is permitted.13 These underlying latent factors, X(s), are typically assumed to
follow a mean-reverting stochastic process. Specifically, the dynamics for the factors under
the physical probability distribution are given by

dX(s) =
(
γP − APX(s)

)
ds+ ΣXdεs. (1)

Where, the N by 1 vector X(s) contains N latent factors, the standard Brownian motion
εs summarizes the uncertainty in the interest rate factors X(s). The vector γP and the

3If time varying variance-covariance matrices are introduced then all the PDEs in this chapter will be more
complicated in that the coefficients on the second order derivatives will not be constant.

4See Ang and Piazzesi (2003), Joslin, Priebsch and Singleton (2014), and references in Bauer and Rude-
busch (2017).

5Ang, Bekaer, and Wei (2008), and Chernov and Mueller (2012).
6Ang and Piazzesi (2033), and Ang, Boivin, Dong and Loo-Kung (2011).
7Hamilton and Wu (2012b, 2016), Krippner (2015), Bauer and Rudebusch (2016), and Wu and Xia (2016).
8Cochrane and Piazzesi (2005), Adrian, Crump, and Moench (2013), and Greenwood and Vayanos (2014).
9Hamilton and Wu (2014b).

10Duffie and Huang (1996), and Duffie and Singleton (1997).
11Grinblatt and Longstaff (2000), and Longstaff, Santa-Clara and Schwartz (2001).
12See Li and Wei (2013) for a survey.
13 The NAAPM model is not limited to the yield on zero coupon bonds. Liu (2016), and Durham (2013) use

these methods to model both bonds and stocks. Yung (2017), and Benson (2015) use the NAAPM approach
to model foreign currency and its forward price.
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matrix AP contain model parameters under the physical probability measure. In particular,

the stationary mean of the factors is given by
(
AP
)−1

γP , and AP determines the speed of
mean-reversion. The matrix ΣXΣ′X is the variance-covariance matrix of the shocks, dεs, to
the interest rate factors.

Because the dynamics of the latent interest rate factors are written in a continuous-time
process while we observe data at discrete-time intervals, it is helpful to solve (1) for the
interest rate factors, over the time interval τ , relative to its stationary value, X̄,

X(t+ τ)− X̄ = e−A
Pτ
(
X − X̄

)
+ Yτ , (2)

where

Yτ =

∫ τ

0

e−A
P (τ−s)ΣXdεs. (3)

The first term in (2) captures the part of the deviation of the current interest rate factors from
its stationary value that is expected to mean-revert as long as all eigenvalues of the matrix
AP are positive. The second term is the random shock to the interest rate factors from time
t to t + τ . This random shock can be shown to have a normal probability distribution with
mean 0 and variance covariance matrix σY (τ).14

For the purpose of this chapter let the assets be zero coupon Treasury securities with
yield to maturity rτ,s (X(s)), where s is the time at which the yield is observed and τ is the
maturity of the yield. The Treasury yield to maturity is specified as an affine function of the
latent factors X(s)

rτ,s (X(s)) = Aτ +BτX(s). (4)

Where, the matrices of parameters Aτ and Bτ for each yield to maturity are solutions to a
set of differential equations in a coherent way so that no arbitrage opportunity is permitted
for investors in the financial markets.

To understand the affine structure of NAAPM, note that all yields to maturity conceptu-
ally depend on the risk free rate and the risk premium. First, the risk free interest rate r(s)
is assumed to be a linear function of the latent factors:

r(s) ≡ r (X(s)) = δ0 + δ1X(s). (5)

Here, the scalar δ0 and the vector δ1 are model parameters.
Furthermore, the risk price in the NAAPM is also assumed to be affine in the latent

factors.
Λ (X(s)) = λ0 + λ1X(s), (6)

This specification of the risk price yields the so-called essentially affine model leading to the
affine structure in (4).

14See Arnold (1974) for proof. The variance-covariance matrix is the solution to a Ricatti differential
equation. The solution is found by using recursive rules, which are implemented in the lyap subroutine in
Matlab with inputs AP and ΣX .
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The model specifications so far imply a risk-neutral probability distribution of the latent
factors through a change of measure which accounts for the price of risk. As a result, the
dynamics of the process for the factors, X(s), under the risk-neutral distribution, is

dX(s) =
(
γQ − AQX(s)

)
ds+ ΣXdε

Q
s . (7)

Note first that the variance-covariance matrix in this risk-neutral process remains the same
as in the physical process, ΣXΣ′X . However, the vector γQ and the matrix AQ are the
risk adjusted parameters of the corresponding parameters in the physical process, through a
change of variable using the risk price

γQ = γP − ΣXλ0 and AQ = AP +ΣXλ1. (8)

The yields to maturity are affine functions of latent factors implies that the bond prices
are exponentially affine in latent factors

Pτ,s = exp [aτ + bτ ·X(s)] . (9)

Where, aτ = −τAτ and bτ = −τBτ .

The holding period return on a zero coupon bond maturing at τ is given by

dPτ,s
Pτ,s

=
[
bτ
(
(γP − γQ) −(AP − AQ)X(s)

)
+ r(s)

]
ds+ bτΣXdεs. (10)

The pricing kernel under NAAPM is given by

Mτ,t

Mt,t

= exp

{
−
∫ t+τ

t

[
r (X(s)) +

1

2
Λ (X(s))

′
Λ (X(s))

]
ds+

∫ t+τ

t

Λ (X(s))′ dεs

}
(11)

= exp

{∫ τ

0

(
−M1 −

1

2

(
X ′sM3Xs − 2M2Xs

)}]
ds+

∫ T

t

(M4 +M5Xs) dεs

}
.

We use the risk free rate, the risk premium and the risk neutral coefficients in this derivation,
so that the constants are given by

M1 ≡δ0 +
1

2

(
γP − γQ

)′
(Σ′XΣX)

−1 (
γP − γQ

)
,

M2 ≡−
[
δ1 −

(
γP − γQ

)′
(Σ′XΣX)

−1 (
AP − AQ

)]
,

M3 ≡
(
AP − AQ

)′
(Σ′XΣX)

−1 (
AP − AQ

)
,

M4 ≡
(
γP − γQ

)′
(Σ′X)

−1
and M5 ≡ −

(
AP − AQ

)′
(Σ′X)

−1
.

The pricing kernel is a random variable dependent on the solution to the yield curve factors
(2). We want to find the probability density function for the pricing kernel (11) using the
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Forward Kolmogorov Equation (FKE). Represent the transition probability from state X at
time t to the state Y at time T by p(t,X, T, Y ). For the stochastic process (11) let

φ(t, s) = exp

{
− 1

2

∫ s

t

[
X ′υM3(υ)Xυ − 2M2(υ)Xυ

]
dυ

}
.

For fixed (t,X) the function

g(τ, Y ) ≡ φ(t, τ)p(t,X, τ, Y ) (12)

solves the FKE.15

∂g(τ, Y )

∂τ
= K∗Y g(τ, Y )− 1

2
(Y ′M3(τ)Y − 2M2(τ)Y ) g(τ, Y ). (13)

Here, the dual of KX given by16

K∗X =−
N∑
i=1

∂

∂Xi

(
γP − APX

)
i
+

1

2

N∑
i,j=1

∂2

∂Xi∂Xj

ΣikΣ
′
kj

=− γP ′ ∂
∂X

+X ′AP ′
∂

∂X
+ Trace(AP) +

1

2
Trace

(
ΣΣ′

∂2

∂X∂X

)
. (14)

Remark: Notice that only the distribution of the factors enters (14). The preferences of the
investor only influences the discount factor φ(t, τ).

To find the initial condition, let the Dirac distribution centered at X ∈ RN be f(X) = δX
such that

δX(θ) =

∫
RN

δx(Y )θ(Y )dY = θ(X).

For a given Xt = X ∈ RN ,

g(τ,X) =

∫
RN

δX(Y )φ(t, τ)p(t,X, τ, Y )dY = φ(t, τ)p(t,X, τ,X).

Consequently, if the initial condition for the Kolmogorov forward equation (13) is

lim
τ→0+

g(τ,X(τ)) = δX , (15)

then the solution to (13) is φ(t, τ)p(t,X, τ, Y ) = g(τ, Y ).

Thus, we have

15See Karatzas and Shreve (1988, p. 369) equation (7.24). Also see Theorem 8.7.1. of Calin, Chang,
Furutani, and Iwasaki (2011), and Chirikjian (2009, p.118-121)

16See Øksendal (2005, p. 169). Also follow the derivation in Chirikjian (2009, p. 121)
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Theorem 2.1. The discounted transition probability φ(t, τ)p(t,X, τ, Y ) for a given Xt = X ∈
RN is the solution to the Kolmogorov Forward equation (13) with (14) subject to the initial
condition (15).

Proof. See Appendix.

The solution to the FKE is difficult to find given the Dirac initial condition (15). To cir-
cumvent this problem we use the Fourier transform of the FKE problem, since the Fourier
transform of (15) is 1.

Suppose that f(X) ∈ S(RN), on RN . This functional space refers to all functions which
rapidly decrease, so that f(X) is absolutely integrable over RN . This allows one to move
between Fourier transforms and its inverse. The Fourier transform of f(X) is

F [f(X)] = f̂(ξ) =

∫ ∞
−∞

f(X)e−iξ
′X dX. (16)

Here ξ ∈ RN and ξ ·X ≡ ξ′X = ξ1X1 + · · ·+ ξNXN .

The inverse Fourier transform of f̂(ξ) is

F−1[f̂(ξ)] = f(X) =
1

(2π)N

∫ ∞
−∞

f̂(ξ)eiξ·X dξ. (17)

In the appendix we apply the Fourier transform to the FKE problem to yield the linear partial
differential equation

∂F [g(τ, Y )]

∂τ
+

1

2
ξ′ΣΣ′ξF [g(τ, Y )] + iγP ′ξF [g(τ, Y )]

−
(
∂F [g(τ, Y )]

∂ξ

)′ (
iM2(τ)′ − AP ′ξ

)
+

1

2
Trace

(
M3(τ)

∂2ĝ(ξ)

∂ξ∂ξ

)
= 0

(18)

subject to the initial condition
F [g(0, Y0)] = 1.

We use a guess and verify procedure to find its solution.

F [g(τ, Y )] = exp

{
− 1

2

[
ξ′G3(τ)ξ − 2iG2(τ)′ξ + G1(τ)

]}
, (19)

We do not have to assume the matrix is symmetric, since 1
2
ξ′ (G3(τ) + G3(τ)′) ξ = ξ′G3(τ)ξ .

The coefficients in (19) are the solution to three ordinary differential equations (ODE).

∂G3(τ)

∂τ
= G3(τ)M3(τ)G3(τ)− 2G3(τ)AP ′ + ΣXΣ′X (20)
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subject to
G3(0) = 0N×N .

∂G2(τ)

∂τ
=M2(τ)

(
M3(τ)G3(τ)− AP ′

)
− γP ′ −M2(τ)G3(τ) (21)

subject to
G2(0) = 0N .

∂G1(τ)

∂τ
= 2G2(τ)M2(τ)′ − G2(τ)M3(τ)G2(τ)′ − Trace (M3(τ)G3(τ)) (22)

subject to
G1(0) = 0.

The solutions to these three ODEs are found using the ODE solver in Matlab. Given the
solution to the Fourier transform to the FKE problem, the inverse Fourier transform yields
the solution to the FKE problem.

g(τ, Y ) =
1√

(2π)N det(G3(τ))
exp

{
− 1

2
G1(τ)− 1

2
(G2(τ)′ − Y )

′ G3(τ)−1 (G2(τ)′ − Y )

}
.

(23)

Thus, the discounted transition probability is a Guassian function of the future yield curve
factors Y .

The final step in determining both the conditional expectation and probability distribution for
the pricing kernel is to use the solution to the random factors (2) in (11) to express the pricing
kernel in terms of the current factors X and the random future factors Ys for t < s < T . In
the Appendix it is shown that the pricing kernel is given by

Mτ,t

Mt,t

=M(τ,X) exp

{
− 1

2

∫ t+τ

t

Y ′sM3Ys +

∫ t+τ

t

(M4 +X ′tM5 + Y ′sM5Σ
′
X) dεs

}
. (24)

Here, the conditional pricing kernel is derived in the Appendix, and is given by

M(τ,X) ≡ exp

{
− 1

2
(X − µM(τ))′ σ−1M (X − µM(τ)) +

1

2
M′

2M
−1
3 M2 + M1

}
(25)
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µM(τ) ≡M−1
3 M2, σM ≡M−1

3

M1 ≡ −M1(τ)τ − 1

2
γP ′
(
AP ′
)−1M3

(
AP
)−1

γPτ

+ γP ′
(
AP ′
)−1 (

AP ′
)−1 [

I − e−AP′τ
]
M3

(
AP
)−1

γP

− 1

2
γP ′
(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
] (
AP
)−1

γP ,

M2 ≡γP ′
(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
]

+M2

(
AP
)−1 [

I − e−AP (τ)
]

− γP ′
(
AP ′
)−1M3

(
AP
)−1 [

I − e−APτ
]
,

M3 ≡M− e−A
P′τMe−A

Pτ ,

M4 ≡ΣXM′
5

[
I − e−AP (τ−t)

] (
AP
)−1

γP and M5 ≡ e−A
P′(s−t)M5.

In this case the probability distribution of Yτ is normally distributed with mean 0 and variance
covariance matrix σY (τ), where σY is the solution to the Lypunov equation By exercise (1.2.11)
of Hijab (1987)

σY (τ) = σY∞ − e−A
PτσY∞e

−AP′τ .

Here, the matrix σY∞ solves the Lyapunov equation

−APσY∞ −σY∞AP ′ = ΣXΣ′X .

As the time horizon tends to infinity, σY (τ)→ σY∞ given the eigenvalues of AP are positive.
The solution to this equation is a positive definite symmetric matrix, which is easily calculated
using lyap.m in Matlab.

For solving the FKE we use AP = 0 and γP = 0, since Yτ is white noise. In addition,M2 = 0,
since a linear term in Yτ is not present in (24). In this case, G2(τ) = 0 is the solution to (21).
It is also the case that −G1(τ) > 0 by (22) in this situation, since M3 > 0. As a result, the
transition probability in (23) has a log-normal distribution with with parameters 0 and σM
given by the solution to (20). Thus, the conditional probability distribution for the pricing
kernel is

Mτ,t

Mt,t

=
M(τ,X)√

(2π)N det(σM)
exp

{
− 1

2
Y ′σ−1M Y

}
. (26)

Here, we include the expected value of this distribution, e−
1
2
G1(τ), in M1 > 0, since they are

both constants independent of X and Y .
Thus, the financial market represented by the NAAPM yields a pricing kernel (25) and

(26). This pricing kernel is a combination of a Guassian form in the current factors for the
conditional expectation and a log-normal probability function for the future factors.
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3 Investor’s Pricing Kernel

To find the pricing kernel for an investor given holding period returns follows a NAAPM we
examine the optimal behavior of an investor. The investor is assumed to be risk averse with
a constant relative risk aversion utility (CRRA) with parameter γ. This investor maximizes
the expected utility from terminal capital at a fixed time τ = T − t given her current wealth,
W (t) = W and yield curve factors, X(t) = X. The investment horizon of this investor is τ .
The investor’s conditional expected value is

J(W,X, τ, t) = e−βτE

[
(W (τ))1−γ

1− γ

∣∣∣∣∣W (t) = W,X(t) = X

]
, (27)

where β is the discount rate for the investor.

Suppose the investor trades N marketable securities such that

ω(s)′ι+ ω1τ (s) = ξ (28)

for s ∈ [t, t+ τ ]. We use the following vector notation

ω′(s) =
(
ω2τ (s) · · ·ωNτ (s)

)
, b′ =

(
b2τ · · · bNτ

)
and ι′ =

(
1 · · · 1

)
. (29)

Here, ξ is the leverage ratio, so that 1− ξ represents the amount of wealth W (s) invested in
the risk free asset, ωi(s) is the percentage wealth invested in assets i = 1, · · ·N .

The change in the investor’s wealth is

dW (s)

W (s)
= (1− ξ)µ1τ (s) +

N∑
i=2

µiτ (s)ωi(s) +
N∑
i=1

ωi(s)b
′
iτΣXdεs. (30)

The instantaneous expected excess rates of return on marketable securities, from (10), are

µ1τ (s)− r(s) ≡b′τ
[
(γP − γQ) −(AP − AQ)X(s)

]
µiτ (s)− µ1τ (s) ≡ (b′iτ − b′τ )

[
(γP − γQ) −(AP − AQ)X(s)

]
, i = 2, · · · , N. (31)

The investor’s problem extends the analysis of Sangvinatsos and Wachter (2005) and Liu
(2007) to account for the leverage constraint. Chami, Cosimano, Jun and Rochon (2017) uses
their procedure to derive the solution to the individual’s problem.

J(W,X, τ, t) =
(W (t))1−γ

1− γ
h(τ,X)γ, (32)

where h(τ,X) = h(τ) exp

{
−1

2
(X − µJ(τ))′ (σJ(τ))−1 (X − µJ(τ))

}
.
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Given the solution, the individual’s portfolio rule is given by

ω(t) =ω1

{
(b− ιbτ )

[
(γP − γQ) −(AP − AQ)X(t)

]}
+ ω2ξ + ω3γ (σJ(τ))−1 [X − µJ(τ)]

ω1 ≡ [γ (bΣXΣ′Xb
′ + ιι′bτΣXΣ′Xb

′
τ − 2bΣXΣ′Xb

′
τ ι
′)]
−1

with ι′ =
(

1, · · · , 1
)
,

ω2 ≡2ω1 (bΣXΣ′Xb
′
τ − ιbτΣXΣ′Xb

′
τ ) and ω3 ≡ ω1 (b− ιbτ ) ΣXΣ′X .

ω1(t) = ξ − ι′ω(t).
(33)

Consequently, the portfolio rule is linear in the yield curve factors.

Given the lifetime utility of the investor, the valuation of an investment by an individual can
be analyzed. We can find the stochastic process for future lifetime utility by applying Ito’s
lemma to (32) given the stochastic process from wealth (30), the return on zero coupon bonds
(31), the optimal portfolio rule (33) and the stochastic process for the yield curve factors (1).

J(W,X(t+ τ), τ) =
(W )1−γ

1− γ
h(0, X)γ exp

{∫ τ

0

(
J1 −

1

2

(
X(s)′J3X(s)− 2J2

))
ds

−
∫ τ

0

(
J4 +X(s)′J5

)
dεs

}
.

(34)

The coefficients in this stochastic process are stated in Chami, Cosimano, Jun and Rochon
(2017). The stochastic process for lifetime utility (34) also has the same functional form as
(24) with different coefficients. Consequently, it can be split into a conditional expectation of
lifetime utility as in (24).

Et (J(W,X(t+ τ), τ)) ≡J (W,X, τ) =
(W )1−γ

1− γ
h(0, X)γ (35)

× J (τ) exp

{
− 1

2

(
X − µJ (τ)

)′
(σJ (τ))−1

(
X − µJ (τ)

)}
,

and a transitional probability for lifetime utility from the current yield curve factors X at
time t to the random yield curve factors Y at time t+ τ ,

pJ (t,X, τ, Y ) =

exp

{
− 1

2
Y ′σJ(τ)−1Y

}
√

(2π)N det (σJ(τ))
. (36)

We can therefore write the future lifetime utility as

J(W,X(t+ τ), τ) = J (W,X, τ)pJ (t,X, τ, Y ) , (37)

so that the future marginal utility of wealth is

∂J(W,X(t+ τ), τ)

∂W
=
∂J (W,X, τ)

∂W
pJ (t,X, τ, Y ) . (38)
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The current marginal utility of wealth is given by

∂J(W,X, τ)

∂W
=

(W )−γ

1− γ
h(0, X)γ, (39)

Thus, the intertemporal rate of substitution or pricing kernel for the individual investor is

P(t,X, τ, Y ) =
h(τ,X)γ

h(0, X)γ
J (τ) exp

{
−1

2

(
X−µJ (τ)

)′
(σJ (τ))−1

(
X−µJ (τ)

)}
pJ (t,X, τ, Y ) .

(40)
This corresponds to the pricing kernel for an investor with a given degree of risk aversion, γ
and leverage ratio ξ, so that any financial payoff can be priced given the characteristics of the
investor.

4 Conclusion

This chapter shows how the financial market would price financial assets under the No Ar-
bitrage Asset Pricing Model (NAAPM). The analysis in this chapter can be used to address
multiple financial economic problems. An example of this is Chami, Cosimano, Jun and Ro-
chon (2017) which develops a model of a bank holding company (BHC) with an active trading
desk. The trading desk invests in marketable securities, so as to maximize the expected life-
time utility subject to a leverage constraint which is imposed by the Chief Operating Officer
(COO) of the BHC. The trading desk’s wealth is given to her by the COO. Given the trading
desk’s closed form solution, the COO can solve the optimal decisions of the loan officer.

Chami, Cosimano, Rochon and Yung (2018) develop a model of the treasury market based
on the NAAPM pricing kernel discussed here. In this work they analyze the relation between
monetary policy and the term structure. It is shown that the impact of monetary policy is
dependent on the current yield curve factors. In particular, if these factors are below the
mean of the pricing kernel, then an increase in these factors lead to an increase in the pricing
kernel rather than the traditional decrease. This property will lead to similar impacts of
factors on the pricing kernel for the NAAPM so that problems, such as optimal corporate
investment, and the evaluation of funding value adjustments by derivative dealers for swap
books, can be influenced by the NAAPM factors.17 Finally, Yung (2017), and Cosimano and
Yung (2018) show how the NAAPM pricing kernel can be used to model and explain exchange
rate movements.

17See Tevin and Whelan (2003), and Kothari, Lewellen and Warner (2017) for the first type of study and
Anderson, Duffie and Song (2018) for the second problem.
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Appendix

In this section we find the probability distribution for terms like (34). The yield curve
factors follow the Ornstein-Uhlembeck process (3) in the paper.

dX(s) =
(
γP − APX(s)

)
ds+ ΣXdεs. (41)

Following Arnold (1974) Theorem 8.2.2, the fundamental solution is

Φ(s) = e−A
P (s−t).

The solution to (41) is

X(τ) = e−A
P (τ−t)X(t) +

(
I − e−AP (τ−t)

) (
AP
)−1

γP +

∫ t+τ

t

e−A
P (τ−υ)ΣXdευ. (42)

Here τ > t.
Following Arnold (1974) Theorem 8.2.12 the integral

Yτ =

∫ t+τ

t

e−A
P (τ−υ)ΣXdευ ∼ N(Y ; 0, K(τ)). (43)

Here, N(Y ; 0, K(τ)) represents a normal distribution with mean zero.
Its variance-covariance matrix is given by

K(τ) =

∫ t+τ

t

e−A
P (τ−υ)ΣXΣ′Xe

−AP′(τ−υ)dυ.

By exercise (1.2.11) of Hijab (1987)

K(τ) = K∞ − e−A
PτK∞e

−AP′τ .

Here, the matrix K∞ solves the Lyapunov equation

−APK∞ −K∞AP ′ = ΣXΣ′X .

As the time horizon tends to infinity, K(τ)→ K∞. The solution to this equation is a positive
definite symmetric matrix, which is easily calculated using lyap.m in Matlab.

We have encountered several stochastic processes that have the form

Z(X, τ) = exp

{
− 1

2

∫ T

t

[
X ′sD3(s)Xs − 2D2(s)Xs

]
ds+

∫ T

t

(D4(s) +X ′sD5(s)) dεs

}
. (44)
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In particular, see (34) in which Di(s) are replaced by Ji(s) for i = 1, 2, 3, 4, 5. We use the
notation Xs rather than X(s), used in the text, to indicate that X is a stochastic process. In
addition, the calculations are for a given terminal time T or time horizon τ .

We want Z(X, τ) to be a uniformly integrable martingale. We recognize that it is a
stochastic exponential (Doléans-Dade exponential). See Protter (2005, pp. 84-89). In our
case, we have a continuous stochastic process for the factor. As a result, we have

E(Xt) = exp

{
Xt −

1

2
[X,X]t

}
,

where [X,X]t is the quadratic variation of Z(X, τ).

Theorem 45 of Protter (2005, p.141) demonstrates Z(X, τ) to be a uniformly integrable
martingale as long as

E

[
exp

{
1

2
[X,X]t

}]
<∞.

In this case, the quadratic variation includes all the terms associated with the variance-
covariance matrix ΣXΣ′X . In this case the quadratic variation is

E

{
exp

[(
D4(0) +X(s)′D5(0)

)′(
D4(0) +X(s)′D5(0)

)]}
<∞. (45)

This is called the Novikov’s Criterion. Below we show these expectations are bounded for the
investor’s problem.

If this is true, then the stochastic process is given by

Z(X, τ) = Z(X, 0)Et

[
exp

{∫ τ

0

(
D1(0)− 1

2

(
X(s)′D3(0)X(s)− 2D2(0)

))
ds

}]
. (46)

For this stochastic process to have a solution, the Novikov condition (45) must be satisfied.
In this case, the quadratic variation is dependent on the convergence of the stochastic process
for Xs. Its solution is given by (42). The deterministic part of this solution is convergent,
as long as AP has all positive roots. The stochastic part Y includes all the terms associated
with the variance-covariance matrix which is bounded by

K(τ) = K∞ − e−A
PτKe−A

P′τ ≤ K with τ = T − t.

This together with the convergence of the solution Xs (42) assures the quadratic variation
(45) exists.

We will now explain how the Backward and Forward Kolmogorov Equations apply to our
problem. We then find the solution to these Kolmogorov equations.
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The Backward Kolmogorov Equation
To solve for the expectation of the stochastic process (44) we use the backward Kolmogorov

equation. We represent the transition probability from state X at time t to the state Y at time
T by p(t,X, T, Y ). Subsequently, we will derive the transition probability using the forward
Kolmogorov equation. In the text X is the vector of interest rate factors at the current time
and Y is the random component of these factors at time T given by (43).

We now consider the conditional expectation of (44). As long as the Novikov’s Criterion
(45) holds, the conditional expectation of (44) is

f(t,X) =

∫
RN

exp

{
− 1

2

∫ T

t

[
X ′sD3(s)Xs − 2D2(s)Xs

]
ds

}
× f(T, Y )p(t,X, T, Y )dY.

(47)

We will show f(t,X) for any t ∈ [0, T ] is the solution to the backward Kolmogorov equation

∂f(t,X)

∂t
− 1

2
(X ′D3(t)X − 2D2(t)X) f(t,X)

+

(
∂f(t,X)

∂X

)′ (
γP − APX

)
+

1

2
Trace

(
ΣXΣ′X

∂2f(t,X)

∂X∂X

)
= 0

(48)

under the stochastic process (41).18 We will be using in the subsequent argument the operator
KX defined by

KX ≡
(

∂

∂X

)′ (
γP − APX

)
+

1

2
Trace

(
ΣXΣ′X

∂2

∂X∂X

)
(49)

so that
∂f(t,X)

∂t
− 1

2
(X ′D3(t)X − 2D2(t)X) f(t,X) +KXf(t,X). (50)

The Kolmogorov backward PDE is solved subject to the terminal condition

lim
t↑T

f(t,X) = f(X), X ∈ RN . (51)

Proof. Define the integrating factor

φ(t, s) = exp

{
− 1

2

∫ s

t

[
X ′υD3(υ)Xυ − 2D2(υ)Xυ

]
dυ

}
.

Let
Ys = φ(t, s)f(s,Xs) s ∈ [t, T ]

18This is a variation on the argument for Theorem 8.4.1 of Calin, Chang, Furutani and Iwasaki(2011). Also
see Duffie (2001) Appendix E, and Karatzas and Shreve (1988, pp. 366-369).
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which is a function of the solution to the stochastic differential equation for X (42). As a
result, we can apply Theorem 6.3.1 of Shreve (2006). For a Borel measurable function h(y)
on t ∈ [0, T ], we have

E [h(X(T )) | F(t)] = g(t,X(t)).

Under these conditions, Lemma 6.4.2 of Shreve (2006), the stochastic process g(t,X(t)) is a
martingale. Now introduce the discount process

D(t) = φ(0, t).

Define
Y (t,X)− E [φ(t, T )h(X(T )) | F(t)] ,

then
Y (t,X) = φ(0, t)f(t,X)

is a martingale and satisfies the PDE (50). However, f(t,X) is not a martingale.
To see the reason for the PDE (50), apply Ito’s lemma to Ys under the stochastic process

(41) to yield

dYs =− 1

2

[
X ′sD3(s)Xs − 2D2(s)Xs

]
φ(t, s)f(s,Xs)ds+ φ(t, s)

∂f(s,Xs)

∂s
ds

+ φ(t, s)

(
∂f(s,Xs)

∂X

)′ (
γP − APXS

)
ds+

1

2
φ(t, s)Trace

(
ΣXΣ′X

∂2f(s,XS)

∂X∂X

)
ds

+ φ(t, s)

(
∂f(s,XS)

∂X

)′
ΣXdεs

For Ys to be a martingale the drift term must be zero. This property is satisfied by the PDE
(50).

Since Ys is a martingale we can integrate from t to T

φ(t, T )f(T,XT )− φ(t, t)f(t,Xt) =

∫ T

t

φ(t, s)

[
∂f(s,Xs)

∂s
− 1

2
(X ′sD3(s)Xs − 2D2(s)Xs)

× f(s,Xs) +KXsf(s,Xs)

]
ds+

∫ T

t

φ(t, s)

(
∂f(s,Xs)

∂Xs

)′
ΣXdεs

We impose (48) subject to the terminal condition (51). In addition we can use the martingale
property to take expectations, since Novikov’s Criterion (45) is true.

f(t,X(t)) = Et

[
φ(t, T )f(Y )

]
+ Et

[
φ(t, s)

(
∂f(s,XS)

∂X

)′
ΣXdεs

]
The second term is zero which leads to the result: Thus, solving the backward Kolmogorov
equation (48) for f(t,X) yields the expectation (47).
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Solving the Backward Kolmogorov Equation
We set the terminal condition for the backward Kolmogorov equation

f(X) = exp

{
1

2
X ′D3X +D2X +D1

}
,

where Di are constants for the terminal condition.
Guess the solution of (48) has the form

f(t,X) = exp

{
− 1

2

[
X ′F3(t)X − 2F2(t)X + F1(t)

]}
, (52)

∂f(t,X)

∂X
= f(t,X) [−F3(t)X + F2(τ)′] .

∂2f(t,X)

∂X∂X
= f(t,X)

(
F3(t)XX

′F3(t)− 2F3(τ)XF2(t) + F2(t)
′F2(τ)−F3(τ)

)
.

∂f(t,X)

∂t
= f(τ,X)

[
−1

2
X ′
∂F3(t)

∂t
X +

∂F2(t)

∂t
X − 1

2

∂F1(t)

∂t

]
.

Now substitute these results into the Kolmogorov backward equation (48).[
−1

2
X ′
∂F3(t)

∂t
X +

∂F2(t)

∂t
X − 1

2

∂F1(t)

∂t

]
− 1

2
(X ′D3(t)X − 2D2(t)X)

+ [−X ′F3(t) + F2(τ)]
(
γP − APX

)
+

1

2
Trace

(
ΣXΣ′X

(
F3(t)XX

′F3(t)− 2F3(τ)XF2(t) + F2(t)
′F2(τ)−F3(τ)

))
= 0[

−1

2
X ′
∂F3(t)

∂t
X +

∂F2(t)

∂t
X − 1

2

∂F1(t)

∂t

]
− 1

2
X ′D3(t)X +D2(t)X

−X ′F3(t)γ
P +X ′F3(t)A

PX + F2(τ)γP −F2(τ)APX +
1

2
X ′F3(t)ΣXΣ′XF3(t)X

−F2(t)ΣXΣ′XF3(t)X +
1

2
F2(t)ΣXΣ′XF2(t)

′ − 1

2
Trace (ΣXΣ′XF3(t)) = 0

Now equate quadratic, linear, and constant terms to obtain three ODEs.

∂F3(t)

∂t
= F3(t)ΣXΣ′XF3(t)−D3(t) + 2F3(t)A

P (53)

subject to
F3(0) = D3.

This is the Lyapunov equation.

∂F2(t)

∂t
= F2(t)

(
ΣXΣ′XF3(t) + AP

)
−D2(t) + γP ′F3(t) (54)
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subject to
F2(0) = D2.

This ODE is linear so that we can use integrating factor to solve for F2(t). The Final ODE is

∂F1(t)

∂t
= 2F2(τ)γP + F2(t)ΣXΣ′XF2(t)

′ − Trace (ΣXΣ′XF3(t)) (55)

subject to
F1(0) = D1.

This initial value problem is the simplest since everything on the right hand side of the ODE
is known.

The Forward Kolmogorov Equation
Following Karatzas and Shreve (1988) the solution to the backward Kolmogorov equation

(48) f(t,X) for fixed (T, Y ) is

f(t,X) ≡ p(t,X, T, Y ). (56)

In addition, for fixed (t,X) the function

g(τ, Y ) ≡ φ(t, τ)p(t,X, τ, Y ) (57)

solves the forward Kolmogorov equation.19

∂g(τ, Y )

∂τ
= K∗Y g(τ, Y )− 1

2
(Y ′D3(τ)Y − 2D2(τ)Y ) g(τ, Y ). (58)

Here, the dual of KX given by20

K∗X =−
N∑
i=1

∂

∂Xi

(
γP − APX

)
i
+

1

2

N∑
i,j=1

∂2

∂Xi∂Xj

ΣikΣ
′
kj

=− γP ′ ∂
∂X

+X ′AP ′
∂

∂X
+ Trace(AP) +

1

2
Trace

(
ΣΣ′

∂2

∂X∂X

)
. (59)

To find the initial condition, let the Dirac distribution centered at X ∈ RN be f(X) = δX
such that

δX(θ) =

∫
RN

δx(Y )θ(Y )dY = θ(X).

19See Karatzas and Shreve (1988, p. 369) equation (7.24). Also see Theorem 8.7.1. of Calin et. al (2011),
and Chirikjian (2009, p.118-121)

20See Øksendal (2005, p. 169). Also follow the derivation in Chirikjian (2009, p. 121)
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For a given Xt = X ∈ RN ,

g(τ,X) =

∫
RN

δX(Y )φ(t, τ)p(t,X, τ, Y )dY = φ(t, τ)p(t,X, τ,X).

Consequently, if the initial condition for the Kolmogorov forward equation (13) is

lim
τ→0+

g(τ,X(τ)) = δX , (60)

then the solution to (13) is φ(t, τ)p(t,X, τ, Y ) = g(τ, Y ).

Thus, we have the proof of Theorem 2.1

Proof. We will use the property of the dual for the Kolmogorov operator, KY given by∫
RN

KY f(Y )g(Y )dY =

∫
RN

f(Y )K∗Y g(Y )dY. (61)

We know from (47) that

f(t,X) =

∫
RN

exp

{
− 1

2

∫ T

t

[
X ′sD3(s)Xs − 2D2(s)Xs

]
ds

}
× f(Y )p(t,X, T, Y )dY

=

∫
RN

∫
RN

exp

{
− 1

2

∫ τ

t

[
X ′sD3(s)Xs − 2D2(s)Xs

]
ds

}

exp

{
− 1

2

∫ T

τ

[
X ′sD3(s)Xs − 2D2(s)Xs

]
ds

}
f(Y )p(t,X, τ, Z)p(τ, Z, T, Y )dZdY

=

∫
RN

φ(t, τ)f(τ, Z)p(t,X, τ, Z)dZ

The next to last step uses the Chapman-Kolmogorov equation for a Markov process21 and
the last step uses the definition of f(t,X). As a result, we know for any t < τ ≤ T

f(t,X) =

∫
RN

f(τ, Y )φ(t, τ)p(t,X, τ, Y )dY. (62)

21See Chirikjian (2009, p. 108) equation (4.16).
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Next differentiate in τ

0 =
∂f(t,X)

∂τ
=

∫
RN

∂f(τ, Y )

∂τ
φ(t, τ)p(t,X, τ, Y )dY +

∫
RN

f(τ, Y )
∂φ(t, τ)p(t,X, τ, Y )

∂τ
dY

=

∫
RN

f(τ, Y )
∂φ(t, τ)p(t,X, τ, Y )

∂τ
dY −

∫
RN

KY f(τ, Y )φ(t, τ)p(t,X, τ, Y )dY

+
1

2

∫
RN

(Y ′D3(τ)Y − 2D2(τ)Y ) f(τ,X)φ(t, τ)p(t,X, τ, Y )dY

(63)
The second step uses the backward Kolmogorov equation (48).

Now apply the property (61) to find

0 =

∫
RN

f(τ, Y )

[
∂φ(t, τ)p(t,X, τ, Y )

∂τ
−K∗Y (φ(t, τ)p(t,X, τ, Y ))

+
1

2
(Y ′D3(τ)Y − 2D2(τ)Y )φ(t, τ)p(t,X, τ, Y )

]
dY

This means we want to define g(τ, Y ) = φ(t, τ)p(t,X, τ, Y ) for (13).to hold.

Solving the Forward Kolmogorov Equation
It is difficult to impose the initial condition (15), since there is no explicit form for it.

However, the Fourier transform of δX is 1. As a result, we will take the Fourier transform of
the Kolmogorov equation (13) and find its solution. We will then apply the inverse Fourier
transform to find the solution to the Kolmogorov forward equation given the initial condition.

If the Fourier transforms of f(X) (16) exists, then

FX

[
∂f(X)

∂Xj

]
=iξjFX [f(X)]⇒ FX

[
∂f(X)

∂X

]
= iξFX [f(X)].

FX

[
∂2f(X)

∂Xj∂Xk

]
=− ξjξkFX [f(X)]⇒ FX

[
∂2f(X)

∂X∂X

]
= −ξξ′FX [f(X)]. (64)

The subscript X is added to keep track of the integration over X not t.

FX [−iXf(X)] =
∂f̂(ξ)

∂ξ
⇒ FX [Xf(X)] = i

∂f̂(ξ)

∂ξ
. (65)

19



Proof:
∂f̂(ξ)

∂ξj
=
∂

∂ξj

∫ ∞
−∞

f(X)e−iξ·X dX =

∫ ∞
−∞
−iXjf(X)e−iξ·X dX = FX [−iXjf(X)].

⇒ FX [−iXf(X)] =
∂FX [f(X)]

∂ξ
.

FX

[(
∂f

∂X

)′
APX

]
= Trace

(
APFX

[
X

(
∂f

∂X

)′ ])
= iT race

AP ∂FX
[(

∂f
∂X

)′]
∂ξ


=i2Trace

(
AP

∂ξ′FX [f(X)]

∂ξ

)
= −Trace

(
AP

∂FX [f(X)]

∂ξ
ξ′ + APFX [f(X)]

)
.

The first result applies the Trace to a quadratic form. The second step uses (65) for the

function
(
∂f
∂X

)′
. In the third equality we use the first result in (64). Finally, we use the

product rule of differentiation and i2 = −1.
We also have to consider FX [X ′Xf(X)].

FX [X ′Xf(X)] =
∂2f̂(ξ)

∂ξ∂ξ

Proof:
∂f̂(ξ)

∂ξj∂ξk
=

∂

∂ξk

∫ ∞
−∞
−iXjf(X)e−iξ·X dX =

∫ ∞
−∞

iXkiXjf(X)e−iξ·X dX = FX [−XkXjf(X)].

⇒ FX [−XX ′f(X)] =
∂2FX [f(X)]

∂ξ∂ξ
.

Notice

FX [X ′D3(τ)Xf(τ,X)] =FX [Trace (X ′D3(τ)X) f(τ,X)] = FX [Trace (D3(τ)XX ′f(τ,X))]

= Trace (FX [D3(τ)XX ′f(τ,X)]) = Trace

(
D3(τ)

∂2f̂(ξ)

∂ξ∂ξ

)
The first step is true since X ′D3(τ)X ∈ R . The second step uses the property Trace (ABC) =
Trace (BCA). The third step takes advantage of the trace being a linear operator so that
the additive property of integrals can be used. Since X ′X is symmetric the last step uses the
last property of Fourier transforms.

Recall the Kolmogorov forward equation

∂g(τ, Y )

∂t
=− γP ′∂g(τ, Y )

∂Y
+

(
∂g(τ, Y )

∂Y

)′
APY + Trace

(
AP
)
g(τ, Y )

+
1

2
Trace

(
ΣΣ′

∂2g(τ, Y )

∂Y ∂Y

)
− 1

2
(Y ′D3(τ)Y − 2D2(τ)Y ) g(τ, Y ). (66)

subject to the initial condition
g(0, Y0) = δY .
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Apply the Fourier transform to the forward Kolmogorov equation.

∂FY [g(τ, Y )]

∂τ
= −γP ′FY

[
∂g(τ, Y )

∂Y

]
+ FY

[(
∂g(τ, Y )

∂Y

)′
APY

]
+ Trace(AP)FY [g(τ, Y )] +

1

2
Trace

(
ΣΣ′FY

[
∂2g(τ, Y )

∂Y ∂Y

])
− 1

2
FY [(Y ′D3(τ)Y − 2D2(τ)Y ) g(τ, Y )]

(67)

subject to the initial condition
FY [g(0, Y0)] = 1.

Next use the rules for Fourier transform to obtain

∂FY [g(τ, Y )]

∂τ
= −iγP ′ξFY [g(τ, Y )]− Trace

(
AP

∂FY [g(τ, Y )]

∂ξ
ξ′ + APFY [g(τ, Y )]

)
+ Trace(AP)FY [g(τ, Y )]− 1

2
Trace (ΣΣ′ξξ′FY [g(τ, Y )])− 1

2
Trace

(
D3(τ)

∂2ĝ(ξ)

∂ξ∂ξ

)
+ i

(
∂FY [g(τ, Y )]

∂ξ

)′
D2(t, τ)′

⇒∂FY [g(τ, Y )]

∂τ
+

1

2
ξ′ΣΣ′ξFY [g(τ, Y )] + iγP ′ξFY [g(τ, Y )]

−
(
∂FY [g(τ, Y )]

∂ξ

)′ (
iD2(τ)′ − AP ′ξ

)
+

1

2
Trace

(
D3(τ)

∂2ĝ(ξ)

∂ξ∂ξ

)
= 0

(68)

subject to the initial condition
FY [g(0, Y0)] = 1.

Now that the initial value problem is defined we can use a guess and verify procedure to
find its solution.

FY [g(τ, Y )] = exp

{
− 1

2

[
ξ′G3(τ)ξ − 2iG2(τ)′ξ + G1(τ)

]}
, (69)

We do not assume the matrix is symmetric, since 1
2
ξ′ (G3(τ) + G3(τ)′) ξ = ξ′G3(τ)ξ .

∂FY [g(τ, Y )]

∂ξ
= FY [g(τ, Y )] [−G3(τ)ξ − G3(τ)′ξ + iG2(τ)] .

∂2FY [g(τ, Y )]

∂ξ∂ξ
= FY [g(τ, Y )]

(
− [G3(τ) + G3(τ)′] ξξ′ [G3(τ) + G3(τ)′]

− 2i [G3(τ) + G3(τ)′] ξG2(τ)′ − G2(τ)G2(τ)′ − [G3(τ) + G3(τ)′]
)
.
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∂FY [g(τ, Y )]

∂τ
= FY [g(τ, Y )]

[
−1

2
ξ′
∂G3(τ)

∂τ
ξ + i

∂G2(τ)

∂τ
ξ − 1

2

∂G1(τ)

∂τ

]
.

Now substitute these results into the Fourier transform (68) of the forward Kolmogorov
equation (13).[

−1

2
ξ′
∂G3(τ)

∂τ
ξ + i

∂G2(τ)

∂τ
ξ − 1

2

∂G1(τ)

∂τ

]
+

1

2
ξ′ΣXΣ′Xξ + iξ′γP

− (−ξ′ [G3(τ) + G3(τ)′] + iG2(τ))
(
iD2(τ)′ − AP ′ξ

)
+

1

2
Trace

(
D3(τ)

(
[G3(τ) + G3(τ)′] ξξ′ [G3(τ) + G3(τ)′]

− 2i [G3(τ) + G3(τ)′] ξG2(τ)− G2(τ)′G2(τ)− [G3(τ) + G3(τ)′]
))

= 0

⇒
[
−1

2
ξ′
∂G3(τ)

∂τ
ξ + i

∂G2(τ)

∂τ
ξ − 1

2

∂G1(τ)

∂τ

]
+

1

2
ξ′ΣXΣ′Xξ + iγP ′ξ

+D2(τ)G3(τ)iξ − ξ′G3(τ)AP ′ξ + G2(τ)D2(τ)′ + G2(τ)AP ′iξ +
1

2
ξ′G3(τ)D3(τ)G3(τ)ξ

− G2(τ)D3(τ)G3(τ)iξ − 1

2
G2(τ)D3(τ)G2(τ)′ − 1

2
Trace (D3(τ)G3(τ)) = 0.

Now equate quadratic, linear (iξ), and constant terms to obtain three ODEs.

∂G3(τ)

∂τ
= G3(τ)D3(τ)G3(τ)− 2G3(τ)AP ′ + ΣXΣ′X (70)

subject to
G3(0) = 0N×N .

Again this is the Lyapunov equation.

∂G2(τ)

∂τ
= G2(τ)

(
D3(τ)G3(τ)− AP ′

)
− γP ′ −D2(τ)G3(τ) (71)

subject to
G2(0) = 0N .

This ODE is linear so that we can use integrating factor to solve for G2(τ). The integrating
factor is

int = e−(D3(τ)G3(τ)−AP′)τ .

Consequently,

∂e−(D3(s)G3(s)−AP′)sG2(s)
∂s

ds = −e−(D3(s)G3(s)−AP′)s (γP ′ −D2(s,X)G3(s)
)
ds.
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Now integrate from τ to 0

G2(τ,X) = e(D3(τ)G3(τ)−AP′)τG2(0)−
∫ τ

0

e−(D3(s)G3(s)−AP′)(s−τ) (γP ′ −D2(s,X)G3(s)
)
ds.

The Final ODE is

∂G1(τ)

∂τ
= 2G2(τ)D2(τ)′ − G2(τ)D3(τ)G2(τ)′ − Trace (D3(τ)G3(τ)) (72)

subject to
G1(0) = 0.

This initial value problem is the simplest since everything on the right hand side of the ODE
is known.

Solving these three ODEs leads to the solution (19) to the Fourier transform of the Kol-
mogorov equation (68). The final step is to take the inverse Fourier transform to (19)

g(τ, Y ) =
1

(2π)N

∫ ∞
−∞

exp

{
− 1

2

[
ξ′G3(τ)ξ − 2 (G2(τ)− Y ′) iξ + G1(τ)

]}
dξ. (73)

To calculate this integral we use the following Lemma following Strauss (2008, p. 345)
and Strichartz (2008, pp. 41-43).

Lemma 4.1. Let α be a positive number and let x0 and y0 be real numbers.∫ ∞
−∞

e−α(x+x0+iy0)
2

dx =

√
π

α
(74)

We also need the multiple dimension version of Lemma 4.1.

Lemma 4.2. Let A be a N×N symmetric matrix with all positive eigenvalues and let Z ∈ CN .

∫
RN

e−
1
2(X+A−1Z)

′
A(X+A−1Z)dX =

√
(2π)N

detA
. (75)

To apply the Lemma 4.2 to the inverse Fourier transform (73) we have to multiply out
the quadratic exponent(

X + A−1Z
)′
A
(
X + A−1Z

)
= X ′AX + 2Z ′X + Z ′(A−1)Z (76)

Now match up the coefficients in (73) to yield

A = G3(τ) and Z = (G2(τ)′ −X) i (77)
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As a result, we can complete the square in the exponent of (73) to find

g(τ, Y ) =
1

(2π)N

∫ ∞
−∞

exp

{
− 1

2

[
ξ′G3(τ)ξ − 2 (G2(τ)− Y ′) iξ + G1(τ)

]}
dξ

= exp

{
− 1

2
G1(τ)− 1

2
(G2(τ)′ − Y )

′ G3(τ)−1 (G2(τ)′ − Y )

}

× 1

(2π)N

∫ ∞
−∞

exp

{
− 1

2

(
Y + G3(τ)−1 (G2(τ)′ − Y ) i

)′ G3(τ)
(
Y + G3(τ)−1 (G2(τ)′ − Y ) i

)}
dξ

=
1√

(2π)N det(G3(τ))
exp

{
− 1

2
G1(τ)− 1

2
(G2(τ)′ − Y )

′ G3(τ)−1 (G2(τ)′ − Y )

}
. (78)

By applying this solution to the forward Kolmogorov equation for the stochastic process
(44), we can find the probability distribution for the investor’s lifetime utility (34).

These random terms are probability densities of a normal distribution. We denote these
probabilities densities by

N (x;µ,Σ) ≡ 1√
(2π)N det(Σ)

exp

{
− 1

2
(x− µ)′Σ−1(x− µ)

}
(79)

for x ∈ Rn.

By (23) the discounted transition probability can be written as

φ(t, τ)p(t,X, τ, Y ) = exp

{
− 1

2
G1(τ)

}
N (Y ;G2(τ)′,G3(τ)) . (80)

Note that

φ(t, s) = exp

{
− 1

2

∫ s

t

[
X ′υD3(υ)Xυ − 2D2(υ)Xυ

]
dυ

}
does not include the constant term

D0(τ) = exp

{
− 1

2
D1(τ)τ

}

so it has to be added back in. The same is true for the backward Kolmogorov equation (48).
In the analysis of option values and VaR we will use various rules for Gaussian probability

distributions which we recall from Petersen and Pedersen (2008). First we use the rule for
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the product of two normal distributions.

N (x;µ1,Σ1)×N (x;µ1,Σ1) = ϑN (x;µc,Σc)

where ϑ ≡ 1√
(2π)N det (Σ1 + Σ2)

exp

{
− 1

2
(µ1 − µ2)

′ (Σ1 + Σ2)
−1 (µ1 − µ2)

}
,

µc ≡
(
Σ−11 + Σ−12

)−1 (
Σ−11 µ1 + Σ−12 µ2

)
,

and Σc =
(
Σ−11 + Σ−12

)−1
. (81)

We also use the linear rule22

Ax ∼ N (x,Aµ,ΣA′), (82)

Finally, we convert to a standard normal using the rule

x =σZ + µ such that Z ∼ N (0N , IN) . (83)

Here, Σ = σσ′ is the Cholesky decomposition of the variance covariance matrix. By following
these basic rules for a normal distribution we are able to represent the probability distribution
for the trading desk’s bank capital and her lifetime utility.

Stochastic Discount Factor
We now have all the tools necessary to break a stochastic process like (44) into expected

and random components. First, we apply the argument to the stochastic discount factor. The
other stochastic processes will be solved using the same technique.

22See Petersen amd Pedersen (2008) 8.1.4, p. 41.
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Mτ,t

Mt,t

= exp

{
−
∫ t+τ

t

[
r (X(s)) +

1

2
Λ (X(s))

′
Λ (X(s))

]
ds+

∫ t+τ

t

Λ (X(s))′ dεs

}
= exp

{
−
∫ t+τ

t

[
r (X(s)) +

1

2

(
γP − γQ −

(
AP − AQ

)
X(s)

)′
(Σ′XΣX)

−1

(
γP − γQ −

(
AP − AQ

)
X(s)

)]
ds+

∫ t+τ

t

(
γP − γQ −

(
AP − AQ

)
X(s)

)′
(Σ′X)

−1
dεs

}

= exp

{
−
∫ t+τ

t

[
δ0 +

1

2

(
γP − γQ

)′
(Σ′XΣX)

−1 (
γP − γQ

)
+
(
δ1 −

(
γP − γQ

)′
(Σ′XΣX)

−1 (
AP − AQ

))
X(s)

+
1

2
X(s)′

(
AP − AQ

)′
(Σ′XΣX)

−1 (
AP − AQ

)
X(s)

]
ds

+

∫ t+τ

t

((
γP − γQ

)′
(Σ′X)

−1 −X(s)′
(
AP − AQ

)′
(Σ′X)

−1
)
dεs

}
= exp

{∫ τ

0

(
−M1(0)− 1

2

(
X ′sM3(0)Xs − 2M2(0)Xs

)}]
ds+

∫ T

t

(M4 +M5Xs) dεs

}
.

We use the risk free rate, the risk premium and the risk neutral coefficients in this derivation.

The constants are given by

M1 ≡δ0 +
1

2

(
γP − γQ

)′
(Σ′XΣX)

−1 (
γP − γQ

)
,

M2 ≡−
[
δ1 −

(
γP − γQ

)′
(Σ′XΣX)

−1 (
AP − AQ

)]
,

M3 ≡
(
AP − AQ

)′
(Σ′XΣX)

−1 (
AP − AQ

)
,

M4 ≡
(
γP − γQ

)′
(Σ′X)

−1
and M5 ≡ −

(
AP − AQ

)′
(Σ′X)

−1
.

(84)

As a result, the stochastic process for the pricing kernel is

Mτ,t

Mt,t

= exp

{∫ τ

0

(
−M1(0)− 1

2

(
X ′sM3(0)Xs − 2M2(0)Xs

))
ds+

∫ t+τ

t

(M4 +X ′sM5) Σ′Xdεs

}
.

(85)

We need the probability distribution for the pricing kernel in solving this stochastic pro-
cess. Before applying the forward Kolmogorov results, we factor out all the deterministic
terms from (85). We have from (42)

X(τ) = A0(τ) + e−A
P (τ−t)X(t) + Yτ , (86)
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where

A0(τ) =
(
I − e−AP (τ−t)

) (
AP
)−1

γP .

We also will use ∫ t+τ

t

e−A
P (s−t)ds =

(
AP
)−1 [

I − e−APτ
]
.

Now factor the square term to find

X(τ)′M3X(τ) =
(
A0(τ) + e−A

P (τ−t)X(t) + Yτ

)′
M3

(
A0(τ) + e−A

P (τ−t)X(t) + Yτ

)
=
(
γP ′
(
AP ′
)−1 (

I − e−AP′(τ−t)
)

+X(t)′e−A
P′
)
M3((

I − e−AP (τ−t)
) (
AP
)−1

γP + e−A
P (τ−t)X(t)

)
+ 2

(
γP ′
(
AP ′
)−1 (

I − e−AP′(τ−t)
)

+X(t)′e−A
P′(τ−t)

)
M3Yτ + Y ′τM3Yτ

= γP ′
(
AP ′
)−1 (

I − e−AP′(τ−t)
)
M3

(
I − e−AP (τ−t)

) (
AP
)−1

γP

+ 2γP ′
(
AP ′
)−1 (

I − e−AP′(τ−t)
)
M3e

−AP (τ−t)X(t) +X(t)′e−A
P′M3e

−AP (τ−t)X(t)

+ 2
(
γP ′
(
AP ′
)−1 (

I − e−AP′(τ−t)
)

+X(t)′e−A
P′(τ−t)

)
M3Yτ + Y ′τM3Yτ .

Now integrate the first term over the time horizon τ given X(t) = X.

− 1

2

∫ t+τ

t

X(s)′M3X(s)ds =

− 1

2

∫ t+τ

t

γP ′
(
AP ′
)−1 (

I − e−AP′(s−t)
)
M3

(
I − e−AP (s−t)

)
ds
(
AP
)−1

γP

− γP ′
(
AP ′
)−1 ∫ t+τ

t

(
I − e−AP′(s−t)

)
M3e

−AP (s−t)dsX(t)− 1

2
X(t)′

∫ t+τ

t

e−A
P′(s−t)M3e

−AP (s−t)dsX(t)

−
(
γP ′
(
AP ′
)−1 ∫ t+τ

t

(
I − e−AP′(s−t)

)
M3Ysds+X(t)′

∫ t+τ

t

e−A
P′(s−t)M3Ysds

)
− 1

2

∫ t+τ

t

Y ′sM3Ys

27



= −1

2
γP ′
(
AP ′
)−1M3

(
AP
)−1

γPτ

+ γP ′
(
AP ′
)−1 ∫ t+τ

t

e−A
P′(s−t)dsM3

(
AP
)−1

γP

− 1

2
γP ′
(
AP ′
)−1 ∫ t+τ

t

e−A
P′(s−t)M3e

−AP (s−t)ds
(
AP
)−1

γP

− γP ′
(
AP ′
)−1M3

∫ t+τ

t

e−A
P (s−t)dsX(t) + γP ′

(
AP ′
)−1 ∫ t+τ

t

e−A
P′(s−t)M3e

−AP (s−t)dsX(t)

− 1

2
X(t)′

∫ t+τ

t

e−A
P′(s−t)M3e

−AP (s−t)dsX(t)− γP ′
(
AP ′
)−1M3

∫ t+τ

t

Ysds

+

(
γP ′
(
AP ′
)−1 ∫ t+τ

t

e−A
P′(s−t)M3Ysds −X(t)′

∫ t+τ

t

e−A
P′(s−t)M3Ysds

)
− 1

2

∫ t+τ

t

Y ′sM3Ys.

If we use the definition of Ys, we have

− γP ′
(
AP ′
)−1M3

∫ t+τ

t

Ysds+

(
γP ′
(
AP ′
)−1 ∫ t+τ

t

e−A
P′(s−t)M3

∫ s

t

e−A
P (s−υ)ΣXdευds

−X(t)′
∫ t+τ

t

e−A
P′(s−t)M3

∫ s

t

e−A
P (s−υ)ΣXdευds

)
= 0, (87)

since dευds = 0 by Ito’s Rule.
We need the result∫ t+τ

t

e−A
P′(s−t)M3e

−AP (s−t)ds =
[
M− e−AP′τMe−A

Pτ
]
,

where the matrix M solves the Lyapunov equation

− APM−MAP ′ =M3. (88)

The solution to this equation is a positive definite symmetric matrix, which is easily calculated
using lyap.m in Matlab.

− 1

2

∫ t+τ

t

X(τ)′M3X(τ)ds = −1

2
γP ′
(
AP ′
)−1M3

(
AP
)−1

γPτ

+ γP ′
(
AP ′
)−1 (

AP ′
)−1 [

I − e−AP′τ
]
M3

(
AP
)−1

γP

− 1

2
γP ′
(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
] (
AP
)−1

γP

− γP ′
(
AP ′
)−1M3

(
AP
)−1 [

I − e−APτ
]
X(t) + γP ′

(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
]
X(t)

− 1

2
X(t)′

[
M− e−AP′τMe−A

Pτ
]
X(t)− 1

2

∫ t+τ

t

YsM3Ys
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We also need∫ t+τ

t

M2Xsds =M2

∫ t+τ

t

(
AP
)−1

γPds−M2

∫ t+τ

t

e−A
P (τ−t)ds

(
AP
)−1

γPds

+M2

∫ t+τ

t

e−A
P (s−t)dsX(t) +

∫ t+τ

t

M2Ysds

=M2

(
AP
)−1

γPτ −M2

(
AP
)−1 [

I − e−AP (τ)
] (
AP
)−1

γP

+M2

(
AP ′
)−1 [

I − e−AP (τ)
]
X(t) +

∫ t+τ

t

M2

∫ s

t

e−A
P (s−υ)ΣXdευds

=M2

(
AP
)−1

γPτ −M2

(
AP
)−1 [

I − e−AP (τ)
] (
AP
)−1

γP

+M2

(
AP
)−1 [

I − e−AP (τ)
]
X(t).

The last step uses the rule dευdt = 0
We also need∫ t+τ

t

dε′sΣXM′
5Xs =

∫ t+τ

t

dε′sΣXM′
5

(
AP
)−1

γP −
∫ t+τ

t

dε′sΣXM′
5e
−AP (τ−t) (AP)−1 γP

+

∫ t+τ

t

dε′sΣXM′
5e
−AP (s−t)X(t) +

∫ t+τ

t

dε′sΣXM′
5Ys

=

∫ t+τ

t

dε′sΣX

[
M′

5

(
AP
)−1

γP −M′
5e
−AP (τ−t) (AP)−1 γP

+M′
5e
−AP (s−t)X(t)

]
+

∫ t+τ

t

dε′sΣXM′
5Ys

=

∫ t+τ

t

(M4 +X ′tM5 + Y ′sM5Σ
′
X) dεs
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We now bring all these calculations into the stochastic process for the pricing kernel.

Mτ,t

Mt,t

= exp

{
−M1(τ)τ − 1

2
γP ′
(
AP ′
)−1M3

(
AP
)−1

γPτ

+ γP ′
(
AP ′
)−1 (

AP ′
)−1 [

I − e−AP′τ
]
M3

(
AP
)−1

γP

− 1

2
γP ′
(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
] (
AP
)−1

γP

− γP ′
(
AP ′
)−1M3

(
AP
)−1 [

I − e−APτ
]
X(t) + γP ′

(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
]
X(t)

− 1

2
X(t)′

[
M− e−AP′τMe−A

Pτ
]
X(t) +M2

(
AP
)−1

γPτ −M2

(
AP
)−1 [

I − e−AP (τ)
] (
AP
)−1

γP

+M2

(
AP
)−1 [

I − e−AP (τ)
]
X(t)− 1

2

∫ t+τ

t

Y ′sM3Ys +

∫ t+τ

t

(M4 +X ′tM5 + Y ′sM5Σ
′
X) dεs

}
.

(89)

Define

M(τ,X) ≡ exp

{
−M1(τ)τ − 1

2
γP ′
(
AP ′
)−1M3

(
AP
)−1

γPτ

+ γP ′
(
AP ′
)−1 (

AP ′
)−1 [

I − e−AP′τ
]
M3

(
AP
)−1

γP

− 1

2
γP ′
(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
] (
AP
)−1

γP

+M2

(
AP
)−1

γPτ −M2

(
AP
)−1 [

I − e−AP (τ)
] (
AP
)−1

γP

+

[
γP ′
(
AP ′
)−1 [M− e−AP′τMe−A

Pτ
]

+M2

(
AP
)−1 [

I − e−AP (τ)
]

− γP ′
(
AP ′
)−1M3

(
AP
)−1 [

I − e−APτ
] ]
X(t)− 1

2
X(t)′

[
M− e−AP′τMe−A

Pτ
]
X(t)

}

= exp

{
− 1

2

(
X −M−1

3 M2

)′
M3

(
X −M−1

3 M2

)
+

1

2
M′

2M
−1
3 M2 + M1

}
(90)

This result can be used to separate the portion of the pricing kernel dependent on the
current factors X from future random changes in these factors Ys for s > t. We substitute
the known part (25) into the pricing kernel (24) so that

1

M(τ,X)

Mτ,t

Mt,t

= exp

{
− 1

2

∫ t+τ

t

Y ′sM3Ysds+

∫ t+τ

t

(M4 +X ′tM5 + Y ′sM5Σ
′
X) dεs

}
(91)
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This relation is an example of the stochastic process (44) so that its probability distribution
is the solution to the forward Kolmogorov equation (13). Notice (91) is dependent on the
current X through M5. This means that D4 ≡ M4 + X ′tM5 and D5 = M5Σ

′
X . These terms

do not influence the forward Kolmogorov equation, since this error term has mean zero.
The solution to the forward Kolmogorov equation yields the probability distribution for

the pricing kernel.

1

M(τ,X)

Mτ,t

Mt,t

∼ 1√
(2π)N det(A3(τ,X))

exp

{
− 1

2
A1(τ,X)− 1

2
Y ′A3(τ,X)−1Y

}

which has the same form as (44) with the appropriate definitions of the coefficients D′s.
Thus the probability distribution for the pricing kernel is given by

Mτ,t

Mt,t

∼ exp

{
− 1

2

(
X −M−1

3 M2

)′
M3

(
X −M−1

3 M2

)
+

1

2
M′

2M
−1
3 M2 + M1 −

1

2
A1(τ)

}

× 1√
(2π)N det(A3(τ))

exp

{
− 1

2
Y ′A3(τ)−1Y

}

This leads to equation (25) and (26) in the text with σM ≡ A3(τ).

Et

[
Mτ,t

Mt,t

]
= exp

{
− 1

2

(
X −M−1

3 M2

)′
M3

(
X −M−1

3 M2

)
+

1

2
M′

2M
−1
3 M2 + M1 −

1

2
A1(τ)

}

× 1√
(2π)N det(A3(τ))

∫ ∞
−∞

exp

{
− 1

2
Y ′A3(τ)−1Y

}
dY

= exp

{
− 1

2

(
X −M−1

3 M2

)′
M3

(
X −M−1

3 M2

)
+

1

2
M′

2M
−1
3 M2 + M1 −

1

2
A1(τ)

}
(92)

This corresponds to equation (25) in the text with

(σM(τ))−1 ≡M3

M(τ) ≡ exp

{
1

2
M′

2M
−1
3 M2 + M1 −

1

2
A1(τ)

}
. (93)
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